
NavigaTone: Seamlessly Embedding Navigation Cues in
Mobile Music Listening

Florian Heller
Hasselt University - tUL - imec

3590 Diepenbeek, Belgium
florian.heller@uhasselt.be

Johannes Schöning
University of Bremen

Bremen, Germany
schoening@uni-bremen.de

ABSTRACT
As humans, we have the natural capability of localizing the
origin of sounds. Spatial audio rendering leverages this skill
by applying special filters to recorded audio to create the
impression that a sound emanates from a certain position in the
physical space. A main application for spatial audio on mobile
devices is to provide non-visual navigation cues. Current
systems require users to either listen to artificial beacon sounds,
or the entire audio source (e.g., a song) is re-positioned in
space, which impacts the listening experience. We present
NavigaTone, a system that takes advantage of multi-track
recordings and provides directional cues by moving a single
track in the auditory space. While minimizing the impact of
the navigation component on the listening experience, a user
study showed that participants could localize sources as good
as with stereo panning while the listening experience was rated
to be closer to common music listening.

ACM Classification Keywords
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Sound and Music Computing; Systems
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INTRODUCTION
Portable music players are popular since they first appeared
over 30 years ago. As part of every smartphone they are ubiq-
uitous companions of our mobile lifestyles. While in the early
days, wearing headphones in public was rather unusual, it has
become a common sight and headphones are, more than ever,
a fashion accessory [19]. The rich built-in sensors of current
smartphones and the omnipresence of headphones allow us
to think of new audio-based applications. Using auditory bea-
cons as navigational aids in mobile audio augmented reality
systems has been shown to be a powerful and unobtrusive con-
cept for pedestrian navigation. A large body of related work
exists that focusses on how to use spatial audio for pedestrian
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Figure 1. NavigaTone leverages the possibilities of multi-track record-
ings for spatial audio navigation. Instead of moving around the entire
track in the stereo spectrum (left), NavigaTone only moves the voice of
the singer or another instrument around the users’ head.

navigation. These either represent the navigation target using
a dedicated beacon sound [10, 18, 25] which limits the use of
headphones to that single purpose, or by placing the source
of a music track at the target location [2, 21, 27] which im-
pacts the listening experience. Alternatively, orientation cues
could be provided using a bone conductance headphone [14,
26] or an acoustically transparent augmented reality audio
headset [22], both of which do not block the perception of
the surrounding soundscape. However, these do not solve the
issue of blending navigation cues into the music the user is
listening to.

In this note we present NavigaTone, that overcomes this prob-
lem by leveraging the potential of multi-track recordings. Navi-
gaTone integrates the needed navigational cues into the regular
stream of music in an unobtrusive way. Instead of moving the
entire track around in the stereo panorama, we only move a sin-
gle voice, instrument, or instrument group (cf. Figure 1). This
is possible with the recent appearance of commercially avail-
able multi-track recordings, e.g., in Native Instruments’ STEM
format [7]. This allows us to balance between the impact of
the navigation cue on the overall perception of the audio track
and the ability to localize the cue, with the goal to minimize
the effect on perception while still providing a good sense
of orientation. We compared the aesthetic appearance and
localizability of moving single sources of such a multitrack
recording in space against overlaying the song with additional
beacon sounds. Users clearly preferred the moving voice of
the singer over an overlaid beacon sound. To further analyze
the localization precision and perception of such an orienta-
tion cue, we performed a controlled user study to compare our
NavigaTone system against the baseline of moving the entire
track in the stereo spectrum. Our participants reported that
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NavigaTone felt significantly more natural and intuitive com-
pared to the baseline, while being accurate in differentiating
the origin of a sound at 30◦ resolution, which is sufficient for a
pedestrian navigation scenario. In terms of other performance
variables, the more obtrusive baseline of moving the entire
track in the stereo spectrum performed slightly better, but was
perceived to negatively impact the listening experience.

RELATED WORK
AudioGPS [10] was the first system using auditory cues for
navigation by indicating the direction of the target. To dif-
ferentiate between sources in front or in the back of the user,
it used a harpsichord and a trombone timbre as navigational
beacons. Instead of using different beacon sounds, spatial
audio rendering applies special filters to an audio signal to
make it appear from a certain position in space. This can be
used to augment a certain target location with a sound which
the user localizes and tries to reach [2, 25]. However, as those
approaches require the user to wear headphones, listening to
a single beacon sound blocks this channel for other sources
of information (e.g., music, phone calls, audio books). To
overcome this limitation, several systems integrated the navi-
gation function into mobile music players. ONTRACK [12]
augments the waypoints of a navigation route with a song that
is panned from left to right, and that becomes louder the closer
you get to it. GpsTunes [21] inverses the distance cues and
dims the audio in close proximity of the target destination in
order to minimize the impact on the music listening experi-
ence. For sources in the back of the head, gpsTunes applied
a low-pass filter to give the music a more muffled character.
The approach to pan the entire track into a certain direction,
however, can result in the audio being played on one ear only
if the target is on the far left or right [1, 8, 12, 21, 31], which
affects how music is actually perceived [13].

The main advantage of this technology, compared to the
mainly visual (e.g., map-based or instruction-based navigation
systems such as [28]) or haptic [20] pedestrian navigation sys-
tems, is that it leverages our natural capability of localizing
sound sources in space and thereby reduces the load on the
visual (or haptic) senses [9] which are already used for the
primary task of, e.g., walking or riding a bike [32].

ORIENTATION QUEUES
To be able to move a certain instrument or the voice of a singer
around in the stereo spectrum, we need to separate it from the
rest. To separate the voice of a pop-song from the rest, the
algorithm presented in [11] produces very good results. The
separation into single instruments stems, however, remains
more complicated and can result in artifacts and noise. In
contrast to that, multi-track recordings provide these separate
stems for the different instruments, which means that you can
move, e.g., the hi-hat independently of the lead guitar. We take
advantage of such recordings to reduce the impact of the navi-
gation component on the music listening experience. Instead
of moving all sources around, or even worse, cut off certain in-
struments by using the balance control, we only move a single
source, e.g., the voice of the singer (cf. Figure 1). In order to
achieve a good localizability of the orientation cue, the choice
of the beacon sound is very important. Transient sounds, i.e.,

sounds with a short duration, high amplitude onset, are best to
localize by human listeners [4]. Furthermore, the larger the fre-
quency range of the sound, the more information it can carry
that can be used for localization. Most of the lab studies on
the localizability of sound, therefore, include bursts of white
noise as beacon sounds as they incorporate all of the aforemen-
tioned qualities. Such synthetic sounds, however, while being
technically optimal, are not necessarily a pleasing listening
experience. As a natural signal, human speech covers a large
spectrum and contains repeated transient elements, making
it a suitable cue without exhibiting the problem of repetition
as faced by synthetic beacons sounds [23]. Furthermore, our
auditory perception is optimized to localize and identify hu-
man speakers, even in complex auditory environments [3, 17].
Alternatively, the drums in a song are suitable as localization
cue because these are strong transient signals in an inherently
repetitive pattern.

ORIENTATION SURVEY
To find out whether there is an opportunity to integrate our
envisioned navigation cues into peoples’ everyday listening
habits, we conducted an online survey. The first section of
our online survey was targeted at understanding the listening
behavior of our potential users, and was completed by 21
participants. A majority listens to music at least sometimes
(3), very often (10), or always (3) while being on the move,
and only very few never (1) or rarely (4) do so. Nearly all use
headphones or earphones to listen to their music, and all but
one listen to the music with both ears. Music stored on the
device (13) and music from a streaming service like Spotify
(13) are the preferred sources of content. Audio books (7)
or speech podcasts (6) are popular as well, whereas only one
mentioned to listen to musical podcasts. In most cases (14),
the phone is in a pocket of their trousers. Only few keep the
phone in their hand (2), while the rest places it in some other
pocket or bag, depending on the situation.

Balancing Qualities
In the second part of the survey, we further evaluated the use of
different types of cue sounds, with the goal of finding the right
balance between an aesthetically pleasing presentation and a
good localizability. We used an excerpt of Carlos Gonzalez’s
’A Place For Us’, a vocal pop-song available as multitrack
recording1 as base for this experiment. We used four differ-
ent orientation cues: two overlays and two integrated ones.
Overlay cues certainly affect the listening experience, never-
theless, we used them as their potential better localizability
could compensate for the degraded aesthetic perception. A
majority of the lab experiments on source localization have
been performed with noise bursts as they provide the largest
frequency range. Therefore, our first overlay consists of pink
noise bursts at 1.7Hz repetition rate ( 1

4 bar at 102bpm) and a
duty cycle of 50%. Our second overlay consists of an 880Hz
pure sine wave at 0.85Hz repetition rate ( 1

2 bar at 102bpm).
The overlays were beat-synchronized with the rest of the mu-
sic. As integrated cues, we used the lead voice and the snare
drums. All sources were mixed in the KLANG:app for iOS.

1cambridge-mt.com/ms-mtk.htm
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The audio files and the mixing configuration are available
online2.

Study
We evaluated the perception of these directional cues both
in a static and a dynamic use, meaning the sources staying
at a fixed position or moving from one point to another, re-
spectively. We created samples with a fixed orientation cue at
the following angles in the frontal hemisphere: far left (-90◦),
-45◦, center (0◦), 45◦, far right (90◦). The dynamic cues moved
by 90◦ from left to center, from center to left, from right to
center, from center to right, and from 45◦ right to 45◦ left.
Participants had to select the correct position or the correct
movement range. The static and dynamic conditions were
counterbalanced and the order of the samples randomized. In
total, n=13 participants (3 female, average age 30) completed
this part of the survey.

Results
As hypothesized, in terms of recognition rate, the dynamic
cues (M=.82, SD=0.14) outperformed the static ones (M =
.53, SD = .1) by far (t(24))=-5.66, p<.0001). Both in the static
and the dynamic cases, the voice cue achieved the highest
recognition rate (dynamic: M = .92, SD = .19, static: M = 0.66,
SD = .22), followed by the overlaid noise (dynamic: M = .92,
SD = .19, static: M = 0.57, SD = .23) and beep (dynamic: M
= .86, SD = .24, static: M = 0.55, SD = .23) while the snare
drum achieved significantly lower rates in the dynamic case
(M = .55, SD = .36, p < 0.05, static: M = 0.35, SD = .23,
n.s). We also asked the participants to rate three aspects of the
orientation cue on a five-point Likert scale. When asked how
well they could localize the orientation cue, the voice (Mdn =
4, IQR = 2.5) and noise (Mdn = 4, IQR = 2) cues achieve the
best ratings in both static and dynamic cases while the snare
drum (Mdn = 2, IQR = 1), again, got significantly (p < 0.002)
lower ratings. Participants also perceived the concentration
required to localize the source to be equally low for voice and
noise cues in the dynamic case (Mdn = 3, IQR = 2.5, whereas
beep (Mdn = 4, IQR = 1.5) and snare (Mdn = 5, IQR = 0)
demand high attention. The ratings for the static cues are a
little better (although not significantly), but the task also was
simpler (beep: Mdn = 3, IQR = 2, snare: Mdn = 4, IQR =
1, voice: Mdn = 2, IQR = 2, Noise: Mdn = 3, IQR = 1.5).
While in the static case, the listening experience for snare
(Mdn = 4, IQR = 1) and voice (Mdn = 4, IQR = 1) was rated
as good, they received lower ratings in the dynamic examples
(snare: Mdn = 3, IQR = 1.5 n.s., voice: Mdn = 3, IQR = 1.5
p= 0.0137). According to a repeated measures ANOVA, there
is a significant effect of the beacon sound on the perceived
listening experience. A post-hoc Tukey HSD test showed that
the two overlay sounds receive significantly lower ratings than
the two integrated ones (p < .0014). For the dynamic cues:
noise Mdn = 2, IQR = 2, beep Mdn = 2, IQR = 1.5 and for the
static ones: noise Mdn = 2, IQR = 1.5, beep Mdn = 3, IQR = 2.

At the end of the survey we asked which of the orientation cues
the participants preferred. A majority opted for the singer’s
voice (8), followed by the two overlay cues noise (4), and
2heller-web.net/navigatone
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Figure 2. Median ratings of the different cue sounds. We asked how
well participants could localize the cue, how much they have to concen-
trate to localize the sound, and their perception of the overall listening
experience. Error bars indicate range.

beep (1). The snare drum was the least preferred cue of all,
although theoretically, it is a good choice of an orientation cue.
The ratings are probably low because it is much less present
in the mix than the other signals. We did not optimize the
mix for the orientation task, but chose one common for this
musical genre. The presence of the snare drum in the mix can,
however, be emphasized by increasing its volume relative to
the other stems.

LOCALIZATION PRECISION
While in the survey mentioned above, the goal was to de-
termine which kind of cue achieves an acceptable balance
between localization performance and aesthetic presentation,
the following experiment aims at determining the localization
performance more precisely.

Implementation
NavigaTone was implemented on an iPad Air 2 running iOS
with an attached motion-tracking headset. Spatial audio ren-
dering was performed in the KLANG:app, which uses a gen-
eralized Head-Related Transfer Function (HRTF) for spatial-
ization with a resolution of 1◦ in horizontal and 5◦ in vertical
direction. In a small experiment with 5 users, we determined a
minimum audible angle of around 6◦ in horizontal and 16◦ in
vertical direction, which is in line with our human capabilities
to locate sound sources [29]. We loaded the multitrack record-
ing in the software and placed the different sources around the
listener’s head. To track head movements, we used the Jabra
Intelligent Headset (intelligentheadset.com) which comes with
a motion tracker, that reports changes in head orientation at
a rate of around 40 Hz and has a specified latency of around
100 ms, which is noticeable [6] but well below the threshold
of 372 ms defined in [16]. The listener orientation and other
relevant playback parameters were sent to the KLANG:app
through OSC commands. While the audio data could also
have been transmitted to the headphones via Bluetooth along
with the sensor data, we used a wired connection between the
tablet and the headset to minimize latency. To allow simple
replication of this experiment, we used the demo track “Unsere
Stadt” that is part of the KLANG:app.

http://www.heller-web.net/navigatone
http://www.intelligentheadset.com
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Figure 3. We placed 16 cardboard tubes with 15◦ spacing at 2m distance
from the participant. As in a real world scenario, you would turn around
to precisely localize a source in the back of your head, we only tested the
ability to detect whether a source is in the parietal hemisphere with three
sources.

STUDY
To evaluate the feasibility of our approach in terms of the user
experience as well as the performance, we compared Navi-
gaTone to the standard stereo-panning approach as used in
gpsTunes [21] or ONTRACK [12, 27]. This baseline is very
simple to implement, yet, with the interaural level difference
(ILD), covers the most important cue for lateralization. In
the NAVIGATONE condition, the sources are arranged around
the listener’s head using an HRTF based rendering, and only
the lead vocal track is moved to communicate the direction
for navigation. To differentiate between sources that are in
the back or in front of the user, the existing stereo-panning
approaches applied a low-pass filter to muffle the sound of
sources in the occipital hemisphere of the listener. For reasons
of comparability, we used the same rendering as in the NAVI-
GATONE condition for the STEREO condition, and simulated
panning by placing all sources at the same position and moving
them in parallel. The hypothesis is, that people can distinguish
the source orientation with the same accuracy and that the
listening experience is more pleasant in the NAVIGATONE
condition.

We placed 16 numbered cardboard tubes with 15◦ spacing
at 2m distance of the listener (Figure 3). Participants were
standing at the center of the source circle looking at source
number 1. Before every trial we muted the lead vocal track
and in the STEREO condition, placed all sources at position
no. 1. We then moved the position of the lead vocal track
(NAVIGATONE) or all tracks (STEREO) (Figure 4) to one of
the 16 cardboard tubes, un-muted the lead-vocal track and
participants had to name the tube from which they perceived
the voice to come from as fast and accurate as possible. To
evaluate the risk of front-back confusions, we allowed the
participants to move their head and upper body, as they would

Figure 4. The setup of the user study. (left) In the NAVIGATONE condi-
tion just the vocal track was shifted to source no. 3, while the other tracks
were positioned in space to create an immersive user experience. (right)
in the STEREO condition all tracks were shifted to appear at source no. 3.

do in a real-world application, but not to move their feet. Once
a source is perceived in the back, users would turn around until
they have the active source in their frontal hemisphere, which
is also the reason why we only use three sources in the back of
the listener (Figure 3). As the IMU in the intelligent headset
tends to drift after fast and large head-turns, we checked the
calibration after every trial and realigned the virtual sources if
necessary. After both conditions, participants had to fill out
an adapted version of the presence questionnaire [30]. We
reduced the questionnaire to items applicable to our system
and additionally asked how similar the listening experience
was compared to regular music listening. All answers had to
be given on a five point Likert scale. Finally, participants were
asked for feedback in semi-structured interviews.

Results
In total, 16 participants (3 female, average age 27) completed
the experiment. The conditions where counterbalanced and
the sequence of sources was randomized using Latin squares.
None of the participants reported having a hearing disorder,
problems with spatial hearing, and three reported having pre-
vious experience with audio augmented reality systems.

According to our users, both conditions offered a pleasant
music listening experience. Nevertheless, NavigaTone out-
performed the baseline in some dimensions. According to a
Wilcoxon singed rank test the NavigaTone condition was rated
significantly more intuitive and introducing less mental work-
load. This was also backed up by participants’ comments after
the test, saying that they found the NAVIGATONE condition to
be more natural. One user said “In the first condition (stereo),
it was easier, because the sound is just there (pointing at one
of the cardboard tubes), but it is also quite narrow. I preferred
the second condition (NavigaTone) because the sound is all
around you.” Interestingly, the question “How natural did your
interactions with the environment seem?” received the same
rating for both conditions (Mdn=2, IQR=1.75). However, the
rating for “How similar was the music listening experience
compared to regular music listening?” was slightly better
in the NAVIGATONE condition (Mdn=1, IQR=3) than in the
STEREO condition (Mdn=2, IQR=3), but the difference was
not statistically significant.



After they completed the experiment, we asked participants for
feedback on the listening experience. Nearly all participants
mentioned that they found it easier to localize the sources in the
STEREO condition, but that they found the listening experience
to be more enjoyable in the NAVIGATONE condition. The
STEREO condition has the advantage of providing a very strong
cue, whereas NavigaTone aims to provide navigation cues, that
are not impacting the music listening experience and are very
unobtrusive.

Those findings were also reflected in the variables that com-
pared the performance of both approaches. The average task
completion time was 13.3s (SD=7.6) in the NAVIGATONE
condition and 10.97s (SD=4.9) in the STEREO condition. A
repeated measures ANOVA on the log-transformed task com-
pletion times with user as random factor showed that users
were significantly faster in the STEREO condition than in the
NAVIGATONE condition (F(1,507) = 11.8, p = 0.0006). No
significant effect of source position on the task completion
time could be found. Again, as the baseline condition provided
a very prominent cue, this result was not surprising.

More interestingly, the recognition rate was slightly better in
the STEREO condition (M= 0.49, SD = 0.5) than in the NAV-
IGATONE condition (M=0.41, SD = 0.49), but overall rather
low and with a large spread. We calculated the offset between
the number of the source actually playing and the given an-
swer and found an average error of 0.83 (SD=0.96) in the
NAVIGATONE condition and 0.73 (SD=1.13) for the STEREO
condition. This shows that the answers were mostly only off
by one source or 15◦ respectively, which is in the range of
human lateralization error [15]. Furthermore, localization per-
formance decreases in the presence of other, competing sound
sources [5], which is not the case in the STEREO condition.
In a pedestrian navigation scenario, it is rarely necessary to
differentiate between two paths at such angular resolution,
making both implementations well suitable in practice. If we
count the off-by-one answers as correct, then we achieve a
recognition rate of 86% (SD=35) for the NAVIGATONE and
90% (SD=30) for the STEREO condition. Interestingly, we
observed two cases of front-back confusion in the STEREO
condition, but none in the NAVIGATONE condition.

DISCUSSION
Overall, our results of the controlled experiment confirm that it
is feasible with NavigaTone to provide navigational cues while
listening to music, by shifting just one single track. While
the listening experience was rated better, the performance was
comparable to the baseline.

Coming from a lab experiment, our results do not account
for situations with higher cognitive load as they would be
encountered in a real-world navigation scenario. Participants
could fully concentrate on determining the origin of the sound,
without having to ensure their personal safety by paying at-
tention to traffic lights, pedestrians, or other obstacles. This
more complex setting might influence the perception of our
cues [24], which is why we plan to run further studies with the
presented system as pedestrian navigation system under more
realistic conditions.

Again, as the baseline provides a very strong cue, it is not
surprising, that NavigaTone did not outperform it. We believe
that, in the future, we can further tweak the NavigaTone ap-
proach to even outperform the baseline, e.g., by using two
tracks that span a navigation vector (one source moves in front
of the user, the other one moves in the back) or by finding
the sweet spot between both approaches. As participants are
familiar with listening to stereo music, the perception of stand-
ing in the center of a band and being able to move within
(cf. Figure 4) is actually quite different, which could be the
reason for the small differences in the ratings.

While multi-track recordings offer great potential, it is still
uncommon to release all separate tracks of a song to the public
because this would reveal the very core of a music produc-
tion. As a compromise, Native Instruments’ STEMS format
includes four distinct tracks for specific parts of a recording [7].
Initially designed to give DJs more creative freedom in mixing
two or more songs together, it can also serve as a potential
material for NavigaTone. As the file format specifications
indicate into which tracks specific instrument or sound groups
should be mixed [7], we can pick one with transient sounds.

In both our survey and experiment, we used a vocal pop song
as a starting point for our investigation. Other musical genres
might have different prerequisites. While the noise beacon
somehow fits into the pop-song because of its similarity to
a snare drum or hi-hat, it blends less nicely into a piece of
classical music. In the future, we intend to further refine the
choice of beacon sounds to other musical genres, based on
available stems in the recording and mixing qualities with the
underlying track.

Participants of the survey also mentioned that they would pre-
fer turn-by-turn style navigation. This could be implemented
using a dynamic volume for the navigation cue, dimming it
in between waypoints and emphasizing it near changes in di-
rection. For the overlay cues, this reduces their impact on the
listening experience, while it might also improve the results of
the snare drum cue by making it more present and thus easier
do detect if a change in direction is imminent.

We observed that the Invensense MPU-9250 sensor in the
Intelligent Headset tends to drift after fast and large head turns.
While the fusion algorithms compensate after some time, this
can still lead to errors of 45◦ and more for a brief time. In our
experiment, we took great care in controlling the drift and the
offset, nevertheless, in a real-world environment the correct
alignment of virtual audio source and physical target cannot
be guaranteed. Through better sensor fusion algorithms, other
IMUs achieve better results in compensating the drift of the
gyroscope and therefore show a lower tendency to drift in
the overall heading information. However, in practice this
behavior might not be of such importance as the paths to
choose from are usually well separated, e.g., in city-scale
navigation.

CONCLUSION & FUTURE WORK
In this note we presented NavigaTone, a new approach to in-
tegrate navigation cues into everyday mobile music listening.
Instead of blocking the auditory channel for the single purpose



of presenting an auditory beacon at the target location, we take
advantage of multitrack recordings to reduce the impact of the
navigation component on the listening experience. In combi-
nation with spatial audio rendering, we are able to indicate the
direction of the navigation target by moving, e.g., the voice
of the singer around the user’s head. In a lab study with 16
users, the results of this new approach were on par with the
much simpler stereo-panning approach, but found our spatial
display to be more natural and less cognitively demanding.

Although increased cognitive load under realistic circum-
stances might influence the perception, we believe that our ap-
proach can provide navigational cues in very different scenar-
ios from pedestrian navigation to navigation in virtual worlds.
As we were mostly interested in the ability to localize sources,
we performed the lab experiment using a short loop of a vocal
track that comes with the Klang:app we used. To be able to
work reliably with a multitude of songs, NavigaTone needs
to ensure that the orientation cue is audible at the waypoints,
i.e., the voice of the singer should be present at an intersection
where the user needs to perform a left turn. If we look at
the capabilities of modern DJ software that allow us to create
remixes on the fly, we can think of incorporating the naviga-
tion function even deeper into the playback mechanism. An
intelligent algorithm could generate a remix of the original
track adapted to the navigation task, with the samples used for
localization shifted slightly from their original timing to make
sure they are present when needed.
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