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Figure 1: Two extradiegetic UIs (blue) and two intradiegetic UIs (orange) for VR-questionnaires (INVR-Qs). From left to right

the level of integration in the VE increases. (a)UI Extern shows evaluation in new VE, (b)UI Canvas shows evaluation on paper

roll attached to HMD, (c) UI 3D-font shows evaluation via 3D-elements, (d) UI Tablet shows evaluation on tablet.

ABSTRACT

Virtual realities (VR) are becoming an integral part of product
development across many industries, for example to assess aes-
thetics and usability of new features in the automotive industry.
The recording of the evaluation is typically conducted by filling
out questionnaires after the study participants left the virtual en-
vironment. In this paper, we investigate how questionnaires can
be best embedded within the virtual environment and compare
how VR-questionnaires differ from classical post-test evaluations
regarding preference, presence, and questionnaire completion time.

In the first study (N = 11), experts rated four design concepts
of questionnaires embedded in VR, of which two were designed as
extradiegetic and two as intradiegetic user interfaces. We show that
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intradiegetic UIs have a significantly higher perceived user experi-
ence and presence while the usability remains similar. Intradiegetic
UIs are preferred by the majority.

Based on these findings, we compared intradiegetic VR-questionnaires
with paper-based evaluations in a follow up study (N = 24). 67%
of the participants preferred the evaluation in VR, even though it
takes significantly longer. We found no effect on presence.
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1 INTRODUCTION & MOTIVATION

Virtual Reality (VR) offers opportunities to test complex products
and prototypes in simple, cost-effective and efficient ways regarding
design and functional usability [4]. Brade et al. [6] suggest that for
testing in VR it is highly important for study participants to feel
physically located in the virtual environment (VE), which means
reaching a high presence [37, 44].

Researchwith VR experiences often rely on post-test surveys con-
ducted after the study participants left the VE. The assessment itself,
most commonly done via questionnaires [3], is thus medially and
visually separated from the actual test phase in VR. Relying on these
kind of post-test assessments affects the emotional state, behaviour
and performance of study participants in many ways. Transitioning
from VR to reality can negatively affect the performance and moti-
vation of users [17] and can cause disorientation [15, 35]. Presence
gets disrupted [39] and it takes time for participants to re-orient
themselves in the new environment after a head-mounted-display
(HMD) was removed and put on again [35]. Additionally, the par-
ticipants need to constantly remind themselves of what they have
experienced when filling out the questionnaire [15]. This causes
errors in the raw data that do not accurately reflect the subject’s
opinion of the product or system being tested. Further studies found
that spontaneous thoughts and feelings are not adequately included
in usability assessments [13, 17]. Being in reality, the participants
are subject to systematic biases by the experimenter or the study
environment as well [30].

As a solution, embedding questionnaires directly in VR promises
to mitigate the effects of classical post-test assessments [3, 30, 35].
In this paper, we refer to the integration of questionnaires in VR
as INVR-Qs. First approaches already verify the validity of such
evaluations [19, 30, 35], suggesting a reduction of the time needed
for the whole study [35] and higher enjoyment [3].

Although Haas [19], Schwind et al. [35] and Putze et al [30]
medially integrated the evaluation in VR, thus used INVR-Qs, they
still visually separated the evaluation from the experienced VE.
The ongoing experience got exchanged with another VE for eval-
uation purposes. We refer to this approach as using extradiegetic
INVR-Qs [40]. However, Frommel et al. [15] stress the importance
of staying close to the context of the ongoing experience when
answering questionnaires. In this paper, we refer to this concept
as utilising intradiegetic INVR-Qs [40]. Some approaches along this
line include the thinking-aloud protocol [25] or an oral administra-
tion of questions [10], however, both can decrease presence by the
unnatural action of speaking to an invisible person [22]. There has
been a lack of research regarding the effects of using intradiegetic
INVR-Qs for VR research studies.

Contributions

In this paper, we want to extend the works by Schwind et al. [35]
and Putze et al. [30] by proposing that embedding an evaluation
fully into the experienced VE, thus using intradiegetic INVR-Qs,
would mitigate some effects of both post-test questionnaires and
extradiegetic INVR-Qs, and are preferred by experts and users alike.
Based on related works, we designed four concepts of INVR-Qs that
vary in their degree of being integrated into the VE, ranging from
a complete extradiegetic to fully intradiegetic design 1. In a first

study, experts compare these UIs with each other regarding UX,
presence, usability and preference. In the second study, we explore
various effects of INVR-Qs, represented by the preferred concept
of the first study, and survey users’ opinions about this evaluation
method in comparison to the one composed in reality that we call
OUTVR-Qs.

We contribute by investigating the following hypotheses:
H1 Intradiegetic UIs are preferred over extradiegetic UIs.
H2 INVR-Qs are majorily preferred over OUTVR-Qs.
H3 Intradiegetic INVR-Qs do not affect presence.
H4 INVR-Qs take less time compared to OUTVR-Qs.
Our work will demonstrate advantages of including evaluations

directly in the experienced VE. Our findings focus on research
scenarios of the automobile industry but are important for any
other field conducting research in VR and augmented reality (AR), as
well. We will also emphasize the importance of conducting further
research on the effects of INVR-Qs in general and especially INVR-
Qs that are designed as intradiegetic UIs.

2 RELATEDWORK

There is already a large body of related works studying various
VR-related aspects. The concept of presence and the usage of VR-
questionnaires are the most relevant for this paper and thus will
be shortly discussed. This section will also show how we advance
with the state of the art.

2.1 Presence

Presence is a widely researched aspect. In most cases, presence is
understood as the subjective sense-of-being-there in a VE [37, 39, 44].
The creation of this cognitive state is regarded as the essential
feature of a VE [35] and thus can be seen as a measurement for the
VE’s quality [37].

Although presence is highly subjective, technical features and
some aspects of the created VE can minimize the possibility of so-
called breaks-in-presence (BIPs) [39]. Field-of-view, resolution and
correct colour representation are constantly ameliorated in Head-
Mounted-Displays (HMDs) [25], correct application of physical
laws, environmental sound and haptic feedback enhance the VE’s
realism [25, 35], and being represented with a virtual body in VR
all enhance the possibility for users to feel present [20, 25]. .

Presence can be measured via several physiological parame-
ters [25, 39], behavioral assessment [30] or by counting the amount
and intensity of BIPs [26, 39]. The predominant method is self-
reporting in post-test presence questionnaires [37]. Questionnaires
are shown to be sensitive enough to reveal differences in pres-
ence [21] and have the benefit of being easily administerable and
comparable [21, 37]. However, criticism of this method includes
reliability and validity aspects [26], not being sensitive to specific
events [26], and, for the most commonly used presence question-
naire by Witmer and Singer [44], its subjectively defined factors
and few items directly assessing presence [33, 38].

2.2 VR Questionnaires

Post-test questionnaires, here named OUTVR-Qs, have several nega-
tive effects, mainly the need to remember the experienced scene [15],
demotivation [17] and loosing the representation of spontaneous
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thoughts in the raw data [13, 17]. Several findings suggest the mit-
igation of those by embedding presence questionnaires into VR,
thus designing INVR-Qs [30, 35]. Alexandrovsky et al. [3] verified
the need for such an evaluation by conducting an expert survey
in which 64% stressed the importance of INVR-Qs. 82% would, in
general, prefer INVR-Qs over OUTVR-Qs.

INVR-Qs are designed as user interfaces (UIs). UIs are interac-
tive elements that have the task to enhance the dialog between
machine and human by transferring information [22]. All concepts
of INVR-Qs can be classified into either being extradiegetic or in-
tradiegetic UIs. In line with the official definition of the game engine
Unity3d [40], we use extradiegetic to qualify that additional infor-
mation is detached from the VE’s context, e.g. by presenting them in
external menues. Intradiegetic UIs become part of the actual VE, e.g.
by utilising already implemented monitors of the VR-scene to show
relevant information [40]. The more the four concepts are embed-
ded into the VE’s content, the more they qualify for intradiegetic
UIs [15, 40].

Based on literature research of Alexandrovsky et al. [3], fifteen
papers published in the five major digital libraries used some form
of INVR-Qs in the years from 2016 to 20191. Most of them use
extradiegetic UIs. Their design choices differ from each other in
(1) the means of presentation, for example using floating head-
up-displays [9, 12, 23], world-referenced UIs [14, 18, 24, 29, 34–
36] or UIs attached to the body [43], (2) the means of interaction,
mainly by using VR-controllers [18, 23, 24, 29, 35], gamepads [2,
9, 14], answering orally [12] or using free-hand interaction via
Leap Motion gesture-based inputs [32, 34, 36, 43], and (3) other
design choices like presenting single or multi-questions at once,
answering via Likert-scales [29, 34–36], text-based buttons [23] or
sliders [2, 9, 14, 18].

In some experimental setups, the VR-scene (mostly a game) was
replaced entirely by a new VE, either by showing the questionnaire
in front of a plain background [9, 23] or in a virtual replica of the
laboratory [19, 30, 35]. This approach resembles the UI Extern used
in this paper (see figure 1 a). Other studies show the questionnaire
as a paper-based, mostly 2D, replica overlaying the VE [14, 29, 34].
Our concept UI Canvas, which is attached to the HMD, correlates
with this design choice (see figure 1b).

Only few studies use INVR-Qs designed as intradiegetic UIs.
Wienrich et al. [43], for example, attached the questionnaire to the
virtual hand of the user, which can be broadly defined as a virtual
object of the experienced VE. In this paper, we use the UI 3D-font
to resemble UIs that are partly included in VEs by being attached
to a virtual object (see figure 1c). None of the above mentioned
VR-studies use already existing structures of the experienced VE
to display INVR-Qs. However, this concept was successfully tested
in a PC-setting by Frommel et al. [15]. With the concept of the UI
Tablet we transfer this last approach to VR (see figure 1d).

Five studies utilise INVR-Qs to evaluate presence [16, 30, 34–36].
Only two investigate the effects of INVR-Qs on presence in contrast
to a classical post-test evaluation conducted in reality that we call
OUTVR-Qs [30, 35]. Schwind et al. [35] proved that three standard
questionnaires for presence measurement provide similar results
1The work of Haas [19] does not appear in this list for it was only published internally
at a German university. The research of Putze et al. [30] was not included because it
was published in 2020.

in VR as in reality. Thus, a transferability of questionnaires to the
medium VR is in principle possible. Based on these findings, Putze
et al. [30] compared the occurrence of BIPs when using INVR-Qs
and OUTVR-Qs. Their study indicates that INVR-Qs reduce BIPs
and systematic bias while the player experience is not negatively
affected.

Schwind et al. [35] assumed that by switching the VE with an-
other, thus using extradiegetic UIs, they still recreated similar effects
as in OUTVR-Qs, for example the need to remember the experienced
scene. Thus, it is suggested to stay close to the context of the ongo-
ing experience [15], which was successfully tested regarding 2D PC
settings [15], and broadly include other attempts like the thinking-
aloud protocol, in which the participant permanently speaks his
thoughts aloud [25], and several modes of verbal interviewing,
as well [5, 10]. However, the unnatural action of speaking to an
invisible person can in turn decrease presence [22].

2.3 Summary

Previous research highlights the importance of presence as a mea-
surement of a VE’s quality [35, 37]. Despite different approaches to
measure presence [25, 26, 39], the predominant method relies on
using questionnaires [3, 21, 30, 37]. Further related work emphasize
the benefits of integrating these questionnaires into VR [3, 30, 35].
Fifteen approaches of INVR-Qs already used in literature have been
clustered based on design choices, which forms the basis for the
creation of four types of INVR-Qs used in our first study 1. However,
related works shows a lack of research regarding the effects of INVR-
Qs in general and especially of INVR-Qs designed as intradiegetic
UIs.

3 STUDY 1: CONCEPTION OF INVR-QS

In the first study, we explored the acceptance of four UI concepts of
how a questionnaire could be integrated in VEs (see figure 1). Be-
sides investigating which type of UI (extradiegetic or intradiegetic)
is preferred (H1), we also determine the most preferred UI for
presenting INVR-Qs for our specific study.

The study used a within-subject design. This approach enables
the participants to decide on their preferred evaluation method
after having experienced all concepts. The study employed a single
factor variance. We investigated the independent variable concept
that exhibited the four factor levels UI Extern, UI Canvas, UI 3D-font
and UI Tablet, presented in figure 1. Because of possible sequence
effects, the order of presented design concepts was varied and
equally randomized between participants. The conditions were
counterbalanced.

3.1 Participants

We conducted the study with N = 11 participants (5 male and 6
female) with an average age of 26.32 (min: 20, max: 28). They work
for the German automotive company Volkswagen AG. All of them
had previous experience in using VR systems (31%work with VR on
a daily basis). 21% of the participants additionally work in the design
sector, 32% test the usability of products and 16% conduct studies
as their regular content of work. This mixture of experts promises
comprehensive insights of INVR-Qs from different perspectives,
focusing on strengths and weaknesses of the UI and taking typical
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Figure 2: Study environment for study 1: Left picture shows

view from outside (participant sits on a car seat), right pic-

ture shows the VE seen by participant.

user behaviour in a study into account. They took part in the study
without any further compensation but within their regular working
time.

3.2 Apparatus

An HTC Vive Pro with 1200x1600 resolution per eye was used as
a Head-Mounted-Display (HMD). We used a Leap Motion sensor
attached to the front of the HMD to convert the users hands’ move-
ments into VR. The Leap Motion standard hand model was used. A
Desktop-PC with a NVIDIA GeForce GTX 1080 Ti video card, an
Intel® Core™ i7-2600 CPU with 3.40GHz and 24GB RAM was used
to create and run the VR simulation around 90 frames per second.

3.3 Study Environment

For this study, a car seat was placed in the center of a 4x4m tracking
space (see figure 2). For the VE, we reproduced a room used for driv-
ing simulations in the automobile industry that contains a minimal
representation of a car’s cockpit [8]. This setting was enriched with
three cubes that could be stacked, as well as a Volkswagen-Logo in
the center of the steering wheel that changes color when touched
(see figure 2).

In order to verify the first hypothesisH1, we designed four UIs of
INVR-Qs (see figure 1) that reflect approaches of INVR-Qs featured
in related works (see section 2.2). Each UI features a different level
of integration into the VE: UI Extern is completely removed from
the ongoing experience, UI Canvas is attached to the HMD and
overlays the VE, UI 3D-font consists of 3D-letters attached to the
virtual steeringwheel andUI Tablet is embedded asmuch as possible
into the VE by being located on a monitor already existing in the VE.
Two design concepts (UIs a and b) can be classified as extradiegetic
UIs [40], as they overlay the actual VE and present information
outside the VE’s context. UIs c and d fit themselves into the VE and
thus represent intradiegetic UIs [15, 40].

Each UI consists of two parts. The first is a questionnaire block
displaying several statements, for example "The steering wheel was
very realistic." or "I could move the cubes intuitively." The second,
the assessment block, is designed as a five-point-Likert scale to
judge one’s agreement with the statements. An input can be made
by touching the right box in the assessment block with the virtual
replica of the Leap Motion tracked hands. The order of these two
elements varies depending on different layouts of UIs.

3.4 Procedure & Measures

After a formal introduction, in which the general procedure was
explained, the participants took a seat in the car’s cockpit 2, put
on the HMD and adjusted the interpupillar distance. As all partici-
pants had experience with VR systems, we did not need to test for
stereoscopic viewing abilities.

As a first task, read aloud by the examiner, the participants
changed the colour of the steering wheel by touching it. Using
one of the INVR-Qs-concepts, the participants gave their opinion
about the realism of the scene while still having the HMD attached.
Afterwards, they fulfilled a second task, in which the participants
stacked three cubes on top of each other. They gave their feedback
on the simplicity of the interaction with help of the same concept
of INVR-Qs as before. With this, the participants finished the first
round.

Afterwards, the participants took off the HMD and filled out a
custom post-test questionnaire. We decided against using standard-
ized questionnaires because they are not able to inquire aspects
adapted to the specific study environment needed. It features six
specific questions regarding user experience (UX) and presence
each, as well as four about usability aspects. All were answered via
a six-point-Likert scale. The subjects further stated the length of
VR-sessions for which they could imagine using the experienced
UI. They then graded the concept (best = 1, worst = 6) and gave
further qualitative feedback.

As we chose a within-subjects design in order to better evaluate
the differences in the UIs, all participants experienced all four to be
assessed UIs in a randomised order determined by a latin square.
Hence, the described procedure, including tasks, INVR-Qs and post-
test evaluation about the UI was performed four times in total per
participant with a different UI each. In a final post-test evaluation,
the participants compared all four concepts, ranked them, and
offered further qualitative feedback about improvement possibilities
in a semi-structured interview. The interviews were transcribed
and compared via a qualitative content analysis [28].

3.5 Results

The data was analysed using Friedman’s ANOVA for repeated mea-
sures and the Wilcoxon signed-rank test for paired samples with
Bonferonni correction as post-hoc test. It was measured at a .05
confidence level. The data appeared to have a good internal con-
sistency, calculating Cronbach’s Alpha regarding UX (α = .866),
presence (α = .802), and usability (α = .814).

Figure 3 shows the results regarding UX, presence and usability
collected after each UI test. The maximum possible value for UX and
presence is 36 and for usability 24. We found significant differences
(χ2(11) = 88.028,p < .0001). Regarding the aspect of UX, we found
a significant difference between UI Extern and both UI 3D-font
(p = .008) and UI Tablet (p = .004), as well as between UI Canvas
with UI 3D (p = .01) and UI Tablet (p = .004). Similar results were
found concerning presence: UI Extern differs significantly from UI
3D-font (p = .004) and UI Tablet (p = .004), and UI Canvas from
UI 3D (p = .004) and UI Tablet (p = .004), as well. Usability shows
significant differences between UI Canvas and both intradiegetic
concepts, UI 3D-font (p = .033) and UI Tablet (p = .041). In all cases,
the intradiegetic UIs received better results.
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Figure 3: UX, presence and usability scores of the first study.

Extradiegetic UIs appear on a blue, intradiegetic UIs on

an orange background. Statistically significant results are

marked in the legend.

We also analysed the grades assigned to each concept (best = 1,
worst = 6). The UI Extern received a grade ofM = 3.36 (SD = 0.81),
UI Canvas M = 3.91 (SD = 1.38), UI 3D-font M = 2.55 (SD = 1.04)
and UI Tablet also M = 2.55 (SD = 0.82). The results regarding
the length of VR-sessions in which the UIs are imaginable are not
statistically significant. Nevertheless, we found a tendency towards
using extradiegetic UIs only in VR-sessions up to 15 min due to
disorientation caused by the change of VEs. Intradiegetic UIs were
imaginable for all lengths of VR-sessions.

In the overall ranking of all UIs, 91% preferred one of the in-
tradiegetic concepts. 45% specified that the reason for this choice
was the full embedding of intradiegetic UIs in the VE. They enjoyed
still being able to see and interact with the VR-scene while filling
out questionnaires. 64% preferred the UI Tablet above all else. Of
those, 57% stated that the black background helped to estimate the
distance between virtual finger and real tablet surface. This facili-
tates the usability. Additionally, 57% specified that the UI Tablet was
the least intrusive UI and is easy transferable to other VR-settings.

4 STUDY 2: EFFECTS OF INVR-QS

In the second study, we investigated the effect of INVR-Qs in com-
parison to classical post-test evaluations conducted in reality. We
assessed which evaluation method is preferred (H2) and which
effects INVR-Qs have on presence (H3) and questionnaire comple-
tion time (H4). Based on the findings of the first study, we utilised
the fully intradiegetic evaluation concept UI Tablet as INVR-Qs.
We improved this prototype based on the feedback gained in the
qualitative expert survey to increase its usability and visual appear-
ance, more navigational opportunities and audio-feedback when
a check-box is selected. It accommodates the now-used 7-point-
Likert scale of the standardized presence questionnaire by Witmer
and Singer [45] displayed on it. As we provide haptic feedback in
study two (see section 4.2), the size of UI Tablet is limited to 12.9"
to fit the screen of a Microsoft surface tablet.

Figure 4: Study environment of study 2: The left photograph

shows the real laboratory setup, the right image depicts the

virtual replica.

This study deployed a single factor variance within-subject de-
sign with repeated measures. As an independent variable, the test
condition was tested in two factor levels (1) scene in VR and eval-
uation in reality shortened to VR_real and (2) scene in VR and
evaluation in VR as well, shortened to VR_VR. The order of the
experienced test conditions was varied and allocated to the partici-
pants in a randomised manner to avoid a possible sequence effect.
The conditions were counterbalanced.

4.1 Participants

This study incorporated N = 24 participants (15 male and 9 female)
with an average age of 31.73 (min: 21, max: 53). All participants were
inexperienced with VR, as 78% have made individual experiences
with VR once a year or less. The participants on average scored 4.3
of 6 points in the Access Affinity for Technology Interaction scale
(ATI-questionnaire) and thus can be considered to be technically
proficient. All users participated voluntarily and were compensated
with a 20€-gift card. In total, the study took one and a half hours
per participant.

4.2 Apparatus

In contrast to study 1, we used a HP Reverb (first generation) as
HMD due to the better resolution (2160x2160 pixel per eye) and
wider field-of-view (114°) compared to the HTC Vive Pro [11]. The
system was driven by an NVIDIA Quadro P6000 videocard, two
Intel® Xeon® CPUs E5-2667v4 with 3.2GHz each and 128GB RAM.
We used the standard Leap Motion hand model wearing gloves to
prevent skin bias. The hands were not calibrated to the actual users
hand. We decided against a whole-body avatar due to the uncanny
valley effect [25].

4.3 Study Environment

For the study environment, we again used the virtual representation
of a room used for driving simulations [8]. However, this time
the participants took place in the car’s cockpit and entered a VE
enhanced by haptic feedback (see figure 4). Haptic feedback was
established through a registration of the virtual dashboard to the
physical object by manually shifting the room model into an as
accurate as possible position and orientation. By means of a tracked
Windows Mixed Reality controller, the movement of the steering
wheel was translated into the correct rotation in VR. This approach
offers the chance to enhance the realism of the scene and supports
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Pre-survey: 
demographic data, 
experience with VR, 
ATI-questionnaire

Final post-test survey: 
preference, 
perceived duration, 
qualitative feedback, 
UX

Presence questionnaire 1Phase 1: Familiarization

Phase 2: Interaction Presence questionnaire 2

VR_real VR_VR

VR_real VR_VR

Post-test survey: 
VdL-questionnaire, SUS

Figure 5: Procedure of study 2: Intro includes pre-survey. Main study consists of a familiarization and interaction phase, re-

spectively followed by presence questionnaires conducted in reality (VR_real) or in VR (VR_VR), experienced in a randomised

but counterbalanced order. A post-test survey evaluates acceptance and usability. Outro includes final post-test survey.

an intuitive interaction which in turn increases the chance of higher
presence [25].

A tablet was installed to the right of the steering wheel. We
utilised it for two reasons. First, we streamed a fully functional real
car’s infotainment module on it. This is a system typically located
on the front board that allows the user to access navigation and
media controls in a car. Second, the tablet offered haptic feedback
for the UI Tablet on which the presence INVR-Qs is displayed. The
position and orientation of the physical tablet was registered to the
virtual tablet by the same procedure as done with the dashboard.
All registration procedures were done each time before participants
joined the study.

4.4 Procedure & Measures

The procedure is presented in figure 5. First, the participants were
welcomed in an anteroom and were tested for their interpupillar
distance and stereoscopic viewing abilities. For this purpose, the
participants wore polarisation glasses and identified different deep
patterns to determine their level of depth perception. All partici-
pants scoring 80% or more were then told the general procedure.
They filled out a pre-test-questionnaire about demographics, in-
cluding a section about previous experience in VR, and the ATI-
questionnaire.

In order to investigate the preferred evaluation method (INVR-
Qs vs OUTVR-Qs) we designed two test conditions (VR_real and
VR_VR) that differ in the medium of conducting the evaluation
(see figure 5). As we chose a within-subject design in order to
better compare the two conditions, all participants experienced
both test conditions in randomised order. The conditions were
counterbalanced.

In test condition VR_real, the subjects entered the laboratory,
took a seat in the driver’s seat and put on the HMD to enter the
VR-replica of the laboratory (see figure 4). The participants then
experienced the first phase, a familiarization period for about two
minutes in order to adjust to the scene (see figure 5). Then, they
filled out a first presence questionnaire via pen-and-paper (VR_real-
1). Afterwards, the participants moved on to the interaction phase.
The examiner read aloud ten tasks that were completed by the
participants using the infotainment system presented on the virtual
tablet. The tasks tested skills in media usage (e.g. "Please turn on
the traffic broadcast") and navigation (e.g. "Please navigate to the
nearest gas station"). After the interaction phase, the subjects filled
out a second presence questionnaire (VR_real-2). At the end of test
condition VR_real, the participants left the whole laboratory setting
and filled out a post-test questionnaire. Content of the post-test
survey was to evaluate the evaluation itself, not the interaction with
the tasks. We used diverse standardized questionnaires. The Van
der Laan Acceptance questionnaire (VdL) was utilized to measure
the amount of acceptance and the System-Usability-Scale (SUS) to
survey the usability of the experienced evaluation method of the
test condition.

In test condition VR_VR, the two phases (familiarization phase
and interaction phase) remain the same as in condition VR_real.
However, this time the presence questionnaires were filled out in
VR (VR_VR-1 and VR_VR-2). For both presence evaluations, the UI
Tablet was utilised as INVR-Qs.

After both test conditions have been experienced, the partici-
pants completed a final questionnaire. It included questions about
the preferred evaluation method, the perceived duration of both
test conditions and UX-aspects. They also had the possibility to
give qualitative feedback.
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Figure 6: Results for presence subscales for each presence

measurement. Statistically significant results (p ≤ .05) are
marked with *.

In both test conditions, we decided to deploy the presence ques-
tionnaire of Witmer and Singer in the version of 20052 [45]. Al-
though being aware of criticism (see section 2.1), it is still one of
the most often used presence questionnaires [3], which has been
proven to lead to similar results when embedded into VR [35]. In
comparison to other presence questionnaires, it leads to the least
variance in the results [35]. Due to the static nature of the VE and
the user remaining seated in VR, drastic changes in VR-sickness, for
example nausea, are not to be expected and were thus not measured.

4.5 Results

The data was analysed using Friedman’s ANOVA for repeated mea-
sures and the Wilcoxon signed-rank test for paired samples with
Bonferonni correction as post-hoc test. It was measured on a .05
confidence level.

4.5.1 Presence. The presence questionnaire of Witmer and Singer
[45] structures presence in four sub-categories: involvement, sen-
sory fidelity, adaption/immersion, and interface quality. Our results
in that regard are presented in figure 6. First, we compared first and
second presence measurement within each test condition (VR_real-
1 with VR_real-2, and VR_VR-1 with VR_VR-2) and found no sig-
nificant differences. Second, we compared first and second mea-
surement between the conditions (VR_real-1 with VR_VR-1, and
VR_real-2 with VR_VR-2). Only sensory fidelity was evaluated sig-
nificantly lower in VR_VR-2 compared to VR_real-2, χ2(3) = 9.15,
p = .027, r = −.53, Z = −2.608.

4.5.2 Questionnaire Completion Time. We further surveyed the
duration of the presence evaluations (see figure 7). In both test
conditions (VR_real and VR_VR), the first measurement took sig-
nificantly longer (VR_real: p = .009, r = −.53, Z = −2.615; VR_VR:
p = .001, r = −.69, Z = −3.386). In VR_real, the mean for VR_real-1
wasM = 187.17sec (SD = 60.49) and for VR_real-2M = 169.88sec
(SD = 51.71). Thus, the second presence measurement was com-
pleted 17.29sec faster than the first. In condition VR_VR, the mean
for VR_VR-1 was M = 270.08sec (SD = 94.49) and for VR_VR-2
2Due to the lack of auditory aspects in our VE, we removed question items 5, 11 and
12 from the original presence questionnaire.

Figure 7: Questionnaire completion time for all presence

measurements. The calculated means of each test condition

are shown in red. Statistically significant results (p ≤ .01) are
marked with **, results p ≤ .001 with ***.

M = 211.38sec (SD = 66.92). So, in VR_VR the second presence
measurement was 58.7sec faster than the first.

Further, we calculated an average duration for both presencemea-
surements per condition, presented in red in figure 7. For the test
condition VR_real participants neededM = 178.52sec (SD = 54.37)
on average, and for condition VR_VRM = 240.73sec (SD72.27). This
corresponds to a difference of 62, 21sec that INVR-Qs take longer
to complete. The results were significant, p < .0001, r = −.88,
Z = −3.745.
4.5.3 Acceptance. The acceptance of both evaluation methods was
measured with help of the VdL-questionnaire [41]. We found no
significant difference for satisfaction, p = .626, and usefuleness, p =
.140.

4.5.4 Usability. Usability was assessed with the SUS [7]. We could
not find any significant difference between the test conditions, p =
.058.

4.5.5 Preference. Our findings regarding the preferred evaluation
method are shown in figure 8. 67% of the participants would prefer
INVR-Qs. Moreover, 83% report a more joyful experience when
filling out INVR-Qs. However, the participants also thought INVR-
Qs had less usability (75%), were slower (79%) and induced a feeling
of irritation (67%).

We also asked the participants to give reasons for their choices
in the post-test survey. The answers were categorised and evalu-
ated with help of a frequency analysis. 48% of all comments were
related to usability aspects. Of those, problems with selecting the
right check box when using INVR-Qs rose up in 62% of the cases
and 30% relate to tracking problems of the hands. 13% of further
comments relate to being glad not needing to remove the HMD for
the evaluation process. 11% apply to INVR-Qs being perceived as a
more modern, environmental friendly and motivational approach
than OUTVR-Qs. 10% explicitly noted the high realism of the VE.
The remaining 18% split themselves up into comments about the
experimental setup and VR in general.



VRST ’20, November 1–4, 2020, Virtual Event, Canada Wagener, et al.

Figure 8: Results of the post-test evaluation regarding the

preferred evaluationmethod in percent. The participants de-

cided between VR_real (grey) and VR_VR (blue) for each as-

pect separately.

5 DISCUSSION

In our studies, we compared extra- and intradiegetic design con-
cepts of INVR-Qs and conducted a user study to assess the effects of
INVR-Qs in comparison to OUTVR-Qs. Our outcome and limitations
will be discussed in the following sections.

5.1 Preference

In the first study, we compared four different design concepts of
INVR-Qs with each other(see figure 1). The results show that in-
tradiegetic concepts are significantly favoured, supporting H1. As
stated in the qualitative feedback, the main reason for preferring
intradiegetic concepts was being able to see and interact with the
VE while filling out questionnaires, and the evaluation process felt
the least intrusive for many participants.

In the second study, we compared INVR-Qs with classical post-
test evaluations conducted in reality. In the expert survey of Alexan-
drovsky et al. [3] it turned out that 82% of the VR-experts preferred
INVR-Qs over OUTVR-Qs. This insight matches our findings al-
though we surveyed VR-laymen. 67% of our participants preferred
the experienced INVR-Qs. This supports our hypothesis H2. More-
over, 83% report a more joyful experience when filling out INVR-Qs
in our study. These results are comparable to findings of Alexan-
drovsky et al. [3], whose qualitative feedback also proved higher
enjoyment for INVR-Qs. In our study, we reached a high preference
although INVR-Qs were perceived less usable, slower and more
irritable. Based on the qualitative feedback, we can assume that
these feelings correlate with the error-prone usability. Reasons for
that are discussed in section 5.4. The high preference of INVR-Qs
in our study might also be due to the novelty aspect of INVR-Qs.
However, the qualitative feedback of our two studies combined
with the findings of Alexandrovsky et al. [3] lead to the conclusion
that INVR-Qs are in general experienced as being more joyful and
helpful due to their integration in VR.

5.2 Presence

Our results show that presence is unaffected by the form of eval-
uation method (see figure 6), thus supporting our hypothesis H3.
These results are in accordance with study results of Schwind et
al. [35]. However, the values show a decrease between the first and

second measurement per condition. This is likely due to the high
focus on the car’s infotainment module streamed on the tablet in
the interaction phase. Due to the high complexity of the content,
participants experienced high latency and worse resolution com-
pared to the rest of the environment. In the qualitative feedback,
17% of the participants stated that the bad experience of interact-
ing with the infotainment module directly influenced the presence
evaluation. This is also likely the reason for the statistically signif-
icant results in the subscale sensory fidelity, which describe how
well participants are able to sense different aspects of the VE [45].
In combination with some technical limitations elaborated in sec-
tion 5.4, this also explains why the presence values are the lowest
in measurement VR_VR-2. We also felt as if the Witmer and Singer
presence questionnaire [45] might not have been able to depict
presence as detailed as necessary for our study, following some
criticism in literature about its subjectivity and length [35, 38]. Pres-
ence might also in general be better measured using other means
like counting BIPs or physiological measures 2.1. Using one of these
methods or other presence questionnaires could be enlightening
and should be researched in future studies.

5.3 Questionnaire Completion Time

Against our assumptionH4 and in contrast to findings of [19, 30, 35],
we found significant differences for the duration of completing
questionnaires in both conditions.

First, our results show that in both conditions the second pres-
ence questionnaire took significantly less time than the first. This
could be explained by getting familiar with the questions, thus
answering faster. However, in the condition VR_VR the participants
were close to onemin faster in the second measurement while the
time difference in VR_real only accounted for 17sec . Thus, we also
assume a training effect regarding the answering via INVR-Qs. We
expect that a prior training with the UI Tablet would have reduced
the measured time for INVR-Qs in our study and should be tested
in future research.

Second, our results suggest that INVR-Qs take significantly more
time than OUTVR-Qs. Apart from the training effect, we assume
inaccuracies between VR and reality due to technical issues elab-
orated further in the limitations (see section 5.4) to be the reason.
Incorrect entries could happen, which needed to be fixed manually
by pressing the back button, which took time. Our findings are,
thus, in line with other studies that also showed lower usability for
INVR-Qs [3]. Another explanation might be the higher engagement
with the question’s content. For example, they interacted with the
steering wheel again after reading the question "How well could
you move or manipulate objects in the virtual environment?". We
experienced such actions with more than half of the participants.
This only happened in condition VR_VR, though, due to being able
to still see and interact with the VE. As a downside, initial thoughts
of participants might get lost due to having more time to re-think
each question. We nevertheless strongly assume that the results of
the questionnaire using INVR-Qs were more reliable because the
participants did not rely solely on their memory and gut feeling
anymore.

As a last thought, we want to emphasize that it takes time for
participants to re-orient themselves in the new environment after
an HMD was removed and put back on. This assumption is based
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on findings of Schwind et al. [35]. Unfortunately, due to technical
problems (see section 5.4), we were not able to cleanly measure this
time difference consisting of the duration of the evaluation (that we
could measure) plus the time to reorient in the new environment
(that we could not measure). Therefore, the questionnaire comple-
tion time for the condition VR_real could be actually higher than
indicated in this study.

5.4 Limitations

The usability measured with the SUS was not statistically different
between the two test conditions (p = .058). However, the evaluation
of the qualitative feedback showed that usability was the most often
mentioned issue. Some participants stated that they involuntarily
checked wrong boxes which needed to be corrected manually by
using the provided back-button. During the study, we found several
technical issues that correlate with this problem. First, we experi-
enced strong heat development in the Leap Motion sensor attached
to the front of the HMD, which might have been also influenced by
an increase in temperature of the used HMD. This could have led
to an incorrect tracking of the fingers.

Second, we found that sometimes the VE did not exactly fit to the
haptic feedback provided by the real study environment although
we tried to superimpose them on each other as precisely as possible.
This could be explained by the markerless inside-out-tracking of
the HMD, the HP Reverb [11]. We experienced that especially after
removing and donning the HMD again, it recalculated its position,
resulting in inaccuracies. As we could not guarantee a perfect cali-
bration of VE and real surrounding, we applied an input tolerance
of .3mm beforehand.

Third, we experienced challenging imprecise tracking of the
hands in interaction [1]. Because the UI Tablet was attached to the
right of the dashboard, the users could only interact with nearly
outstretched arms (about 50cm) and outside the optimal tracking
space directly in front of the sensor [27], which decreased the
sensor’s precision and ability to correctly identify the fingers [1].
Some participants additionally had long fingernails that tricked the
sensor to calculate the virtual hands wrongly closer to the tablet.
Some participants also used their fingers to read the questions on
the tablet. Due to the input tolerance explained above, sometimes
this behavior led to an involuntarily checking of boxes.

Due to these insights, it would be interesting to see changes in
the results if another form of input than the Leap Motion tracked
hands is used. In our concrete setup, this option was second to the
benefits of a natural interaction enriched with haptic feedback, but
will be subject of future research.

We are aware that our approach of INVR-Qs is mostly applicable
to our specific setting, in which an already existing monitor of the
VE could be easily re-used to display the questionnaire. Equivalents
need to be find for each experience individually [15]. Although
that might be especially difficult for outdoor VEs (where we could
imagine a questionnaire being presented on a signpost or a stone)
or embodiment scenarios (in some settings [31] we could imagine
a questionnaire being integrated on a sticky note attached to the
mirror)

the benefits of including INVR-Qs should be carefully weighed
each occasion separately. In some cases, embedding a questionnaire
within a VE might feel more disturbing to the user than relying

on verbal administration [5] or the thinking-aloud protocol [25].
Although literature suggests that these methods can disturb pres-
ence [22], and because the mode of questionnaire administration
is likely to affect data quality [5], a comparisons between verbal
methods and INVR-Qs should be conducted in future research. Be-
sides the restrictions discussed above, we see INVR-Qs generally
valuable for research conducted in VR and, as an extension, also
for AR. Additionally, our results suggest a general preference for in
the experienced environment integrated questionnaires whatever
the research method. Thus, our findings suggest relevance for all
research methods [42], including online, lab and in-situ studies,
which should be further researched in the future.

6 CONCLUSION

The evaluation of products or systems in VR is mostly conducted
in the form of post-test questionnaires. To mitigate the emerging
memory effects, inaccuracies in the evaluation and BIPs, question-
naires can be included directly in the VE [3, 15, 19, 30, 35]. However,
a literature analysis shows that little research has been conducted
to fully comprehend the effects of INVR-Qs [3, 30, 35].

We contribute to this field of research with two studies: In the
first study, we tested four design concepts of INVR-Qs with vary-
ing level of being embedded in a VE. We found that intradiegetic
UIs guarantee a higher UX and are widely preferred by experts,
confirming H1.

In the second study, we used the best rated concept (UI Tablet) as
representative for INVR-Qs. In a user study (N = 24), we compared
INVR-Qs with classical OUTVR-Qs regarding preference (H2), ef-
fects on presence (H3), and completion time (H4). 64% of the users
preferred INVR-Qs over OUTVR-Qs, confirming H2, because of a
high UX, not needing to remove the HMD and the full integration
of the UI in the VE. Presence was neither enhanced nor reduced
by INVR-Qs, which supports H3. Against our previous assumption,
the duration of completing questionnaires in VR increased signifi-
cantly, denying H4. This is probably due to some technical issues,
especially regarding registration and tracking quality of HMD and
Leap Motion sensor. Nevertheless, we also experienced a higher
interactive engagement with the questions’ content that suggest
an increase of accuracy in the questionnaire. To measure this effect
in detail, further studies should be conducted.

In total and with some limitations discussed in 5.4, our findings
demonstrate the potential of INVR-Qs and we suggest using fully
integrated VR-questionnaires, that we refer to as intradiegetic INVR-
Qs, as evaluation method in future VR studies. We recommend
using virtual screens embedded in the VE to display a presence
questionnaire.

Further research could measure the effect of prior training, the
implementation of a comment function desired by some partici-
pants, and other interaction forms than gesture-based inputs to
mitigate technical challenged experienced in both our studies. Ad-
ditionally, it should be explored to what extent our findings about
INVR-Qs apply to both usability testings and other research meth-
ods [42].
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